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Abstract
In distributed Erlang systems temporary network issues are very likely; and can affect the consistency of the system. If the system is a distributed data store relying on a weak consistency model, its data stored may diverge as a result of connectivity issues. Even worse, there is no indicator of the divergence. In this paper we present our initial work on divergence metrics and give a preliminary evaluation on exposing divergence to the system operator.
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1. Introduction
Antidote\(^1\) is an open-source platform written in Erlang/OTP. It allows implementing highly-scalable distributed key-value stores that feature conflict-free replicated data types (CRDTs)\(^6\). Antidote supports the experimental implementation for inter- and intra-data center data replication, and provides benchmarks for comparable evaluation of distributed consistency protocols. For example, the Cure protocol [1] provides atomic multi-key writes, snapshot reads, and data partitioning. Antidote offers different types of consistency, ranging from strong consistency to eventual consistency.

Under strong consistency, updates are forwarded to and acknowledged by all replicating nodes before returning to the caller. Therefore, updates can be totally ordered, and all nodes have the same system state. Under weaker notions of consistency, updates are accepted by a subset of the replicating nodes and only later forwarded to the other nodes in the systems. While this enables partition-tolerance and high throughput, there is a delay until updates are visible in other replicas. This results in a short period where the states diverge on the replicas. The applications that are built on weakly consistent data stores may tolerate small divergence. But large divergence might yield to unintuitive results. Monitoring divergence helps to spot potential issues related to replication protocols, e.g. due to a high replication factor or under increasing load.

\(^1\)https://github.com/SyncFree/antidote

2. Measuring divergence
Divergence is a property of the data store that indicates how different the value of an object in a replica is compared to that in other replicas. Given a global view of all updates on an object at all replicas until a given time, the divergence of the object replica can be quantified as the number of missing updates in the replica. However, in order to measure it, we need to have the complete information about all updates in all replicas, which requires synchronization. What we are interested in, is to measure the divergence locally in a replica with the limited information it has about other replicas.

We, therefore, propose another metric: staleness. Staleness indicates how “old” the information received from other replicas is. It is measured as the difference between the observed timestamps from other replicas and the local timestamp. The difference indicates potentially missing updates with a timestamp between the observed and the local time. We can measure only potential staleness this way, because it is not possible to know whether there is actually a missing update or not. Nevertheless, it is feasible in many systems to assign timestamps from a loosely synchronized clock such as using NTP [5], and keep track of the time when it was last synchronized.

We measure divergence for each Antidote data center (DC) using the metric potential staleness. For each DC, there is a global stable time which is a vector that denotes the version of a data which is read by any transaction initiated at that time. Each entry of the vector denotes the timestamp last observed from the corresponding DC. It is updated when it receives an update or a heartbeat (to indicate there were no updates) from another DC [1]. The staleness

\(^2\)https://www.erlang-solutions.com/products/wombat-oam.html
is then calculated as the difference between the current local timestamp and the minimum timestamp entry in the global stable time vector. The value of staleness has a lower bound bounded by the network delay between DCs.

We wanted to minimize the negative impact put on Antidote that can be caused by observing the divergence [4]. Thus, we a) separated the divergence calculation into a new Erlang process and b) exposed the measured divergence via an Exometer [3] histogram. As a result, the calculation remains private and under the control of Antidote that cannot be overused by third party tool. Therefore, it does not put a visible impact on the core of Antidote. Also, third party tools can retrieve the value of the Exometer metric at any rate, since this has zero impact on Antidote.

2.1 Monitoring using WombatOAM

To have a better insight into the Antidote nodes, we developed a new WombatOAM plugin for our experiments. Besides automatically collecting Exometer metrics, the plugin exposes the two most important divergence metrics from operation’s perspective: the maximum and the median values of the potential staleness exposed by the Antidote nodes. Based on the historical metrics, it can then be analyzed how the system behaved during peaks.

When the divergence related to an Antidote cluster grows too much, the system may not be able to function properly causing partial service disruptions or a major outage. To prevent the financial loss and reputation damage, the operation team wants to resolve such incidents as soon as possible. Here, the plugin can warn the operation team about the anomaly before the issue escalates. As the very early warning sign, it raises an alarm when the maximal potential staleness captured on the Antidote nodes raises above the limit the system can tolerate. This situation may not result in an outage, but it shows that the system is not perfectly balanced. On the contrary, when the medians are above this limit, service disruptions are very likely to occur. At that time another alarm will be raised by the plugin indicating the last chance of the operation team to resume their system back to normal.

3. Evaluation

We deployed Antidote nodes and WombatOAM in Grid’5000 to separate machines. The setup consists of 2 DCs, each hosting 8 Antidote nodes. Each DC has a full replica of the store. The objects are distributed among the nodes in a DC. Load was generated using various number of client threads (16, 32, 64) changed in every 10 minutes. 1:1 read:write operations were performed for the first 30 minutes and 3:1 read:write operations for the second 30 minutes.

By studying the data collected by WombatOAM (at a sampling frequency of 1 min), we made the following observations. First, both the medians (Figure 1) and the maxima (Figure 2) measured on the nodes at the same time are almost equal. No serious outlier appears, which implies that the nodes behave the same. The average median is 90 ms while the average maximum is 290 ms. Second, the peaks in the maxima always happen before the peaks in the medians. Third, we observed that the maxima correlate with the sum message queue lengths of all Erlang processes running on the Antidote nodes (Figure 3). Considering that the changes in the message queue lengths are the direct effect of the varying load put on the Antidote nodes, we can conclude that the load affects the potential staleness measured on the Antidote nodes.

4. Outlook

We are planning to investigate more metrics measuring the divergence of data stored by the Antidote nodes. Next, we will move our focus to other distributed data stores, such as Riak or Mnesia, trying to generalize and to apply our metrics to other vertices.
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